
q i
Ittest agmutpest yard stay sgmpagimn.mn iregups to see if treatment

Assumes 1 Independent events 2NormalDist 3Similar variance amongst both groups
It Assumptions tail use Wilcoxon SignedRank test

Types nosampan Onetailed Ho a cuz Pop islessthanPop
twotailed Ho n me Popsaredire

represented inuniteorstandenvoys standarderror orbothgroups
relative tothedata'svariationt.EEtiiiini of observations

ftest length speciesflowerdata

Wilcoxon compares Edges to determine if there's a statsig died
for nonparametric data isn't quantitative but CANbe ranked leg customersatisfaction
Assumes 1datais Pannasample 2continuousdata sincetime 3Randomly sampleddata

types I Ranksum tests Ho samples have same distribution
ie no diff in samples

2SignedRank nonparametric version of ftest
tests Ho sample 1 is lessgreater than Sample2
Assumes skewed dist

Code Wilcox test samplervector sample2vector alternative greater

Correlations measures strength adirection of association btw twovars
Types PearsonKendallSpearman

Ocr al
weak s strong



i i.sianomaiiainoupauametvic
w very few assumptions ishelpful whenmuch isunknownabout1 Ignominy itp Yahn.at

replacement on data set into samples of
different permutations then peform teststat to see if diff exist Pvalue
All samples are the same dim as OG

Bootstrap gym ftpY
t
Ina i.an

an
time

somarstat
St your new sample dim OG dim Call this sample 1 Is

Repeat this for many Si and MiAdd Mi's to histogram to estimate what our dater wouldlook like if we
Repeated OG experimentsample manytimes

Basically it's a wayto simulate what would happen if we repeated experiment 1,000s
of times
Code library boot

mean.tn t function vector i
Dulverton i
3

any stat

bootdata mean.tn 121000

KMSS.UA dation Automaticallysplits OGsetinto differently sizedsubsets foreach
train a test set like so

Obdataset
subsets is qq.CMYandf
so s
S S
S

dedant.jpiy d Is Is

imso

unityprana

oraimsoneFianna.caawitunigingntlastest
settualidationsetthentrainson a remainingfolds
performances issandthenall asancampanaand

types Validation Set Leave oneout cu hfold Repeated CV

Code library caret
traincontrol e trainControl method coocutÉty mÉÉÉÉIÉati

model E train y n dater repeats 3
method Im
trControl traincontrol



i mi
types classification t Regression

into categories predictshunericvalues

beaus are Part if Kimpty aisQuantifyimpurity to train
model GiniImpurity Entropy

InformationGain
outputof leaf isthe category with most votes
Code Skleava

main Disadvantage tendsto Oleufit training data

j
RaMpfMf_ asetof many decision treeseach outputting a class predictionsthe classthatis

predicted themost is our model'sprediction
called Bagging bootstrapaggregating

Fundamental idea a largeHof uncorrelated models trees operating
as a committee will outperform any individual model

The truth will out
bagging trees are Independent and are computed in parallel

Thus Forest is an amalgamation of a bunch of Indtreemock

Main Drawback if one treehas a discrepancy then whole foresthas
discrepancyTheyareall interdependent Parallel Learning

Boogyffici
osting trees are created sequentiallyoneafter another

Each tree is created by previous tree taking
tu errorsof its predictor into accout

Code extreme gradient boosting XGBoost
Adaptive boosting CadaBoost





tanaffaffensitidasmodditetaataffondsta shnan

i
ii

The final model is justthe sum of all the splines

Wiggliness how wiggly our model's lineofbestfit isThe more splines the more wiggly overlitting
so there's Ifragyin deciding of splines used

multiply Su's by A penaltyterm then use CU to optimize
Start w high of splines then CUwith Xtooptimize

Any Distribution goes Normal Poisson Rinomial

Code librarymga
Modell t gam youto sa sad data
models gam yn to tsk data

set spline degree t cement

iffy
sbisbytheir corresponding sum of basis functions

Intercept

Set Splinedeg 3 cable compare to anger

www.x



É 1 iatnmoa
mapsany ftp.ajustwoe

fmeI

o helpful be Ocyet y predicted output
ex X emails

g probthat x is spam
fix IIspam

Wqiypj
d data family binomial

Based on
Bayes thn mail.PH1Y F9 9 i

ME

BEATENIndependent or naive towards

class
2Pluginto Gaussian functionto plot
NormalDist's i i i

i
based on height of each curve
height Reps prob that tu cbs
is in that class seePink

Iight 843
morelikelysothisclass nbprede predict nbfit testset

confusionmatrix

nonparametric supervised classifier that uses proximityRNearestweighborsd of training data to make predictions about the grouping
of an individual point

of training observations withink tables describe the
the neighborhood foreach class ex

Iif kneighborhood

Regression returns mean of ktables
Classification mode

Kanfit e Kuntrain trainingset Prossimpleversatile

code library class

cons costly as predictors intest testset
et classset
k neighborhood

confusionmatrix



IStochasticGradientDescentProcedure tofind minimumpoint of a coatfunction stochastic Random

Blindfolded on a Mtn Summit feelaround withyour feet to get
Down
Iterative step algorithmAteachstepwechoose a Randompointthencall
step direction

learningRate parameter that controls model's flexibility
as learningRate INC steps Inc toolargeandyour

modelmayjumpourminpoint

codesgdyn datamodelem newparams old params stepsiteflaReg isusedherebut
canbeothermodels

mim

i
i

ii ii

woman con

ER s cocoa
ab computations per step

minibatchadis a solutiontothisasittakes a subsetor astochastic an since it chooses a randomly

Algorithm creates a lineHyperplane to separate

eachclassthatisclosesttoestimated Hyperplane

marginmitm
whenmarginismaximized
s waitp'Isine I

nickname thestreet

Aha Moment Models are Always linearly separable when observed
from the perspective of it's highest Dimension

Mappingto higher dimensions is the toughest part ofthis AND computationally expensive
solutionkernal trick isuses vectordot products instead of mappingtoHDins

Pro handles higher dims well versatile
Con Sensitive to keunals so if hep sumperformspoorly

nonProbibalisticnotforRegression butcanmeasureerrectianeesor elassilicationbyleeringat distancefromnewpoutto hyperplane

softus hard margin classification allowing ve notallowing data within margin
it soft thn use cost function to penalize decentivize datafrombeinginside

Code librarye1071
sumfit yr data kernal linear cost 10 scale False

polynomial penalized

datawithin b4fitting
Sigmoid

scaledata
Radial

margin



DecisiontrettRandonForest



Iiarawetwniknetitdeankittiffhansmanepleaningate
Themore layers the greater abilityto recognize complexity
Eachnode connection has weight representing howhelpful nodeis in correctly elassieying into
Each layerhas a weight threshold thatmustbe satisfied for info tobepassedontonextlayer
Initially weights thresholdsare randomlyset A

then with Forward Backward Propagation they've updated a optimised
Corrective Feedback Loop givesmon weightto nodes that guess correctly lessto

mistakinthenocaslear t
Lach

node has an Activation Function to compute weightPopfunctionsSoftPlus Rectifiedlinearsigmoid
when initializing a NWwe mustdecide odhiddenlayers of nodes withineachlayerActivtune

slice

a
I

Picksout patterns makes sense of themLayers are arranged st easier
Best

3gggeiygy.ogrgaggingtugged
line topology

patterns linescaveseat au picked out1st flea mon complex facesobjects

3 Layers
peforms dotpood of 2 matrices
oneissetorlearnable parameters kernals

other is the nxnpixelsetfrom input
Responsemap matrix of dot products

Actinaageman
eternalslides across height widthor receptive region
computing thedotprodeachtime andstoringit in
a smaller matrix image called the Activationmap
Reduces memory i sparseinteraction

Receptiveregion

Pooling layer computes t stores a summarystatisticfor each Activationmap
exmeanLanormmaximum ofelements within nxumap

fanotwtigitiitiiiititiini.me
input

D

Fully connected Layer brings everything back together
All neurons are connectedmapped to
all those i'mediately preceding a succeeding



ex Stocksfor 2 companies thatstarted atdiredatesIRecurrentNNI
workswell it inputshavediff dimensions
Uses Feedbackloops
Sequncial data extime
Each loop is for each previous time stamp sequence in

notItdfit be as loops inc model getshardtotrain
The Vanishing fxploading Gradient Problem

costlystink
loop

loop2

loops

Ilongshout termmorf



i i
AND Ian determine which variable is most valuable

I data ialiiiitnghsii.isiatisii'data's
projections

PCI is linear combo of this line qjo.atx.toauxunitrector is eigenvector
meansamosa is eigenvalueforPet
Nurse is Singhvalueporpas

g

n pity
eigenvector x k so.ato.us

2

3 PCL is dine I PCI
4 Rotate Eurything St PCI lies horizontally
5 Useprojectedtraining obs to compute eigenvalus foreachPC
Wh

mgenuatYuestntmiiiiistgreaganaiin
accounts for

6 Repeat 1 5 until you gothru all Uavs
dimensions

thus ofPC's of vars OR ofobs whichever is smaller

6.5 ScreePlots bar graph representing b of variation connedby PCI t PC2
82

is
q

PCI Piz 13

PCI var accountedfor P12 1723

Code peatpreampdatamatrix scaleTrue
Returns 3 things X Sdeu Rotation

Pt's standard loading scores



Clustering lk.mens1 Procedure

I giggytdustrstentisyou want cu helpsoptimizethis
obs to establish initial clusters

3 Assign allother obs to their closest C cluster

clustering 4Calemean of eachC
process 5Assess qualityof clusteringby addingup var withineachC totalvar

6 keeptrack of totalvars fun Repeat 15 a fewmoretimes
7 Compare total war values from 1 6 iterations andchoosebestone

code kmeans X datavitor centers 3

Hierarchal Hierarchical k means



i iaa t
Bayesian Interpretation of Probability when prob
expresses a degree or belief in an event
based on prior knowledge about theevent
ieresultsorprev experiment

such as The FrequentistInterpretationthatviewprob
as ta limit of the relative frequency of an eventafter
many trials

Allparameters assumed to be Random Quantities

a.qji.IT
iiii.mn

instead of just one value as is in Frequentist Analysis
Posterior dist is the goal heart ef Bayesian

for continuous dater data w NormalDist

1
flat m

e
it

Good at handling Discrete wakes Can classify nonnumericdata

classification
usingsmalltraingsetswithoutneedingtoberetra

MultinomidWHBMFis t f iiii jj

g
j

y.n.my

y.eoustronxiapcarxisoaapa

acandy

DernoulliNaiveBayes
text classification canes whether the word happenedor not
Good at handling binaryboolean values



9 Bayesian Ext Markov chain Monte Carlo meme

A method to approximate Posterior Dist of a parameter if notable to do so Analytically
Apples Law of Large s central limit theorem to Dependent Results

MarkovProperty giventhe present the future is Independent of the past Memorylessnessttiitiiiiiiiiiiiiiiiii

I iii iTraveling example
Transition Diagram same ideaas tree diagram

is

i
i ÉÉÉ É

mutations evolving Randomly

p
Randomly dropping marbles in U Proportions of marbles in
circle us square match area Ratio thar H

IMCMIAllows usto leverage computers to do Bayesianstats
Bayesian stats requires priorDist t likelihood Dist to be Normal

Bayes i Bayes n so enter
mcmcizegytnts.ig.usnew

Mcmc is used when prior t likelihood aren't Normally Dist



Procedure 1 Monte Carlo Generate Random Sample
ex generate a serieso or random fromnormaldist A W N O

2 Markov Chain Determine Transition diagrammatrix
Ot W Q I o so plugging in the priorterm at in as the new term'sDnitian

3 Acceptance Rejection Sampling Decide to keepDiscard new obsgenerated from 1 2
Algorithms

1 Metropolis Hastings

2No Uturn

Summary Procedure


